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Abstract. We design deterministic fully polynomial-time approxima-
tion scheme (FPTAS) for computing the partition function for a class
of multi-spin systems, extending the known approximable regime by an
exponential scale. As a consequence, we have an FPTAS for the Potts
models with inverse temperature 3 up to a critical threshold |3] = O( })
where A is the maximum degree, confirming a conjecture in [10]. We also
give an improved FPTAS for a generalization of counting g-colorings,
namely the counting list-colorings. As a consequence we have an FP-
TAS for counting g-colorings in graphs with maximum degree A when
q > aA + 1 for a greater than o™ = 2.58071. This is so far the best
bound achieved by deterministic approximation algorithms for counting
g-colorings. All these improvements are obtained by applying a poten-
tial analysis to the correlation decay on computation trees for multi-spin
systems.

1 Introduction

Spin systems in Statistical Physics are the stochastic models defined by local
interactions. In Computer Science, spin systems are used as a theoretical frame-
work for counting or inference problems arising from constraint satisfaction prob-
lems, e.g. counting independent sets or g-colorings in graphs, and probability
inference in graphical models.

A central problem in this framework is the computation of the partition
function, which may solve both counting and inference. The problem is #P-
hard for almost all nontrivial spin systems [3,[4]. A classic approach for ap-
proximation of partition function is the Markov Chain Monte Carlo (MCMC)
method which relies on the rapid mixing of random walks in the configuration
space [SH7T3HIS211[27]. A more contemporary approach is the correlation decay
technique introduced by Bandyopadhyay and Gamarnik [I] and Weitz [28], which
leads to deterministic fully polynomial-time approximation scheme (FPTAS) for
#P-hard counting problems [2}[10,19]20122]23]29].

In these algorithms, the computation of a marginal probability (which is equiv-
alent to the computation of partition function by self-reduction) is reduced to
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evaluating an exponential-size tree-structured dynamical system. The correla-
tion decay property guarantees that the far-away variables can be disregarded
without substantially affecting the marginal probability of interest, thus the true
values can be efficiently approximated by evaluating truncated dynamical sys-
tems. Two such dynamical systems were proposed: (1) the self-avoiding-walk
(SAW) tree [28] for two-state spin systems and (2) the computation tree [10] for
all spin systems. For two-state spin systems, FPTAS based on SAW-trees may
approach the approximability boundaries, such as [19,20,2328]. This is because
a SAW-tree is a faithful construction of the original spin system on a tree, hence
long-range correlations can be used as gadgets in the reduction for the inap-
proximability [8L2526]. Very recently, the similar long-range correlations were
used to prove inapproximability for multi-spin systems [9]. On the algorithmic
side, due to a barrier result of Sly in [24], the original spin systems on trees are
no longer capable of simulating all marginal probabilities. The computation tree
introduced by Gamarnik and Katz in [I0] overcomes this fundamental issue by
creating a dynamical system consisting of different instances of spin systems.

1.1 Owur Results

We design efficient computation trees for multi-spin systems: For a vertex of de-
gree d, our computation tree expends to d branches while the previous one in [I0]
has exp(£2(d)) many branches. We apply a potential analysis to the decay of cor-
relation between variables in computation trees. The potential analysis has been
used in [T9l20[22123] for analyzing the correlation decay on the self-avoiding walk
trees for two-state spin systems. We show for the first time that this powerful
technique can be applied to computation trees for multi-spin systems. Our new
construction of efficient computation trees and potential analysis greatly extend
the regimes of correlation decay and deterministic FPTAS for these systems.
One of the most well-studied multi-spin systems is the Potts model.

Theorem 1. For any constant q > 2, there exists an FPTAS for computing
the partition function for q-state Potts models with inverse temperature 8 and
mazimum degree A satisfying 3A(elPl — 1) < 1.

For large A, the condition 3A(el®l — 1) < 1 is translated to that |3| = O(}),
which greatly improves the best previous bound g = O ( A}] A) due to Gamarnik

and Katz [I0] and also confirms a conjecture in [10]. For the anti-ferromagnetic
case (8 < 0), our condition is asymptotically tight due to a very recent inap-
proximability result of Galanis, Stefankovi¢, and Vigoda [9].

Theorem [I] is a special case of a much more general theorem for the g-state
spin systems, also called the Markov random fields. As suggested by [10], the
regime of correlation decay for these models is described in terms of ca, the
maximum ratio between edge parameters. We show that there exists an FPTAS
for a family of Markov random fields if 3A(ca — 1) < 1. This exponentially
improves the previous best known condition (¢4 — c,2)Ag¢? < 1 proved in [I0].
This general result is formally stated as Theorem Bl in Section



Improved FPTAS for Multi-spin Systems 641

We next study the problem of counting proper g-colorings in an undirected
graph. For this problem, the mixing or the tractability condition is usually given
in form of ¢ > aA + § for some constant « and S where A is the maximum
degree of the graph. The previous best bound for deterministic FPTAS was
achieved in [10] for an « &~ 2.8432 and some sufficiently large 5 on triangle-free
graphs. Better bounds (with a < 2) were known for randomized approximation
algorithms [6L[15,27] or correlation decay only [111[12]. We prove the following
theorem for a constant a* = 2.58071 which is formally defined by (2]) in Section[2

Theorem 2. There exists an FPTAS for counting q-colorings on graphs with
mazximum degree A if ¢ and A are constants and ¢ > oA+ 1 for a > a*.

This is a new record for the deterministic FPTAS for counting g-colorings on gen-
eral graphs, and we remove the triangle-free requirement in previous correlation-
decay based results such as [I0,[12]. Theorem [ is proved as a special case of a
theorem for a generalization of g-colorings, called the list-colorings, which is
formally stated as Theorem Ml in Section

All the above FPTAS require the degree of the graph and the number of states
(colors) to be constant. If we remove this restriction, the algorithms compute
a (1 £ e)-approximation of the true value for any fixed 0 < e < 1 in time
n@0ogn) This complexity bound was only known previously for simple models
like list-colorings but was not known for general multi-spin systems since for such
systems the previous computation tree proposed in [I0] tries to enumerate all
configurations of the local neighborhood at each step. We give a more efficient
computation tree which uses exponentially less branches.

2 Definitions and Statements of Results

An instance of a g-state spin system or a pair-wise Markov random field (MRF')
is a tuple 2 = (G, X, A, F), where

— G = (V,E) is an undirected graph called the underlying graph;

- X=[¢ ={1,2,...,q} is a domain of spin states;

— A = (Ac,e € E) is a tuple where each A, : X x X — Rx( is a symmetric
function specifying the activity of edge e;

— F = (F,,v € V) is a tuple where each F, : X — Rx( specifies the external
field at vertex v.

The size of an MRF instance is defined as |£2] = max{|V|,|X|}. We consider
only those MRF instances such that the number of bits used to encode A and
F is in polynomial of n = |V] and ¢ = |X|. This does not affect the generality
of the problem since we are interested in the approximation algorithms.

The partition function of an MRF instance 2 = (G, X, A, F') is defined as

zZ@) 2 > ] Ac(muzo) [] Fola).

xeXV e=uveER veV
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This gives rise to a probability distribution Py, called the Gibbs measure, over
all configurations € X'V, such that

He:quE Ae (xU7 le) HveV FU (JIU)
Z(02) '

Given an MRF instance 2 = (G, X, A, F) with underlying graph G = (V, E),
we denote by Ag the maximum degree of G and let

PQ(X = :c) =

N Ac(z,y)
ca = max .
el Ac(w,2)
w,x,y,z€EX

Theorem 3. Let M be a family of MRF instances with bounded degree and
bounded size of domain. There exists an FPTAS for computing the partition
function of MRF's in M if it holds that

V2= (G, X, A, F)eM, 3Ag(ca—1)<1. 1)

For any family M of MRF's satisfying ([Il) without any restriction on the degree
or the size of domain, the algorithm computes a (1 % €)-approzimation of Z(12)
for any fized 0 < € < 1 in time n°U1°8™) where n = |£2)|.

The ¢-state Potts model is a special class of MRFs 2 = (G, X, A, F) with
for every e € E, A. = A such that A(x,y) = e if x = y and A(z,y) = 1
otherwise. The parameter § is called the inverse temperature. It is easy to see
that Theorem [ is a special case of Theorem [B] on Potts models.

Next we consider the proper g-colorings in an undirected graph, which can
be easily seen as a special case of MRF. The problem of counting g-colorings
is solved by solving its generalization called the list-colorings. A list-coloring
instance is a tuple 2 = (G, X, L) with that

— G = (V,E) is an undirected graph;
— X = [¢] is a domain of ¢ colors;
— L =(L,,v € V) such that each L, C X is a list of colors for vertex v.

A proper coloring in a list-coloring instance is a proper g-coloring & € XV of
vertices such that =, € L, for every v € V. The list-coloring is a special case of
MRFs (G, X, A, F) with that for every e € E, A, = A such that A(x,y) =0
if x =y and A(x,y) = 1 if otherwise, and for every v € V, the external field
F, is a Boolean function indicating the color list L,. For the list-colorings we
have c4 = oo, thus Theorem [3] does not apply, so we use different algorithm and
analysis to prove the following theorem. Let a* ~ 2.58071 be the solution to the
equatio

\/2+\/2a717\/4a73e (3—2a+\/4a3>_1 @

V2a(a—1) P 4(a—1) '

! The LHS of (@) is in fact monotonously decreasing from +oo to 0 for o > 1, so there
is a unique solution a*.
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Theorem 4. There exists a deterministic FPTAS for counting proper colorings
in list-coloring instances §2 = (G, X, L) with bounded degree Ag and bounded
number of colors ¢ = |X| satisfying that there is an a > o* such that

VeV, |L,>adg+1. (3)

Obviously Theorem [2is a special case of Theorem [ as colorings are just list-
clorings with L, = X for every v € V.

3 Markov Random Fields

Given an MRF instance defined on the underlying graph G = (V, E'), we suppose
that for each vertex v € V, the neighbors of v are enumerated as v1, v2, . . ., Vdeg(v)
where deg(v) is the degree of v. We define operations called pinning and partial
pinning on MRF instances as follows.

Definition 1. Given an MRF instance 2 = (G, X, A, F), a vertex v € V and
its meighbors vy, va, ..., vq in G, where d = deg(v), for each spin state x € X
and each 1 < i < d + 1, the partial pinning of {2, denoted as QU »s 18 a new

MRF instance augmented from 2 as (2, , = (G, X, A, F), where G, = G\ {v}
is the subgraph of G induced by V \ {v}, A = (Ae,e € E\ {vv1,vvs,...,v04}) is
the restriction of A on the set of edges in G, and F = (F,,u € V \ {v}) where

Auv(l'ay)Fu(y) ifue {’Ul,...,’Uz‘,l},
F.(y) otherwise.

Yy € X, ﬁu(y):{

The pinning of {2 is a partial pinning by choosing i = d+ 1, which is denoted as
Qpz = PIN, ,(02) = Qﬁf;l.

The following identity can be seen as a generalization of the recursion for list-
colorings derived in [I0]. Compared to the recursion for MRFs in [I0], it uses
substantially less variables.

Proposition 1. Let 2 = (G, X, A, F) be an MRF instance. For every vertex
v € Vg and its neighbors v1,va,...,vq where d = deg(v), and every spin state
z e X, it holds that

Fy(z) [TL 1<AW (,2) =% s (A (,) = A (z,z))P%m(Xui:zO

PQ(XU = .Z‘) = .
Sy Fo Ty (A i) =Sy (Ao, (1) = Ao, (02)) Py | (X =) )

Proof. We define that

Zq Z H Auw xuvxw H F -Tu

zexV uwek ueV

Ty=m
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It can be verified that Zo(X, = x) = F,(2)Z(§2, ) where 2, ; = PIN, () is
the pinning of 2. Then

o Ze(Xu=1)  _ R@)Z()
FolXo =)= 5 Zo(X =) T S, B2y P

By the Definition [ it holds that (2, , = 2%l and 2}, is simply the MRF

v,x 0 v,T
instance deleting vertex v, which is independent of the choice of x. Therefore,

d  Z(@ith
@-  P@AEZ@) ROzl )
o d+1 1y d zZQith -
Dyex B 22050/ 2(25,) S Fuy) T, Zggi; )
The partition function of a partial pinning of 2 expands as:
_ i—1
Z(qu;,ac) = Z H Ay (Tu, Tw) H Fu(xu)HAvvj(wivj)-
zecXV\{v} vweE uweV\{v} j=1
UFv
wHv

It can be verified that Z(2;%1) = 3.y Ave, (2,2) - Zaq; ,(Xo, = z). Therefore,

d ZQ% E(X”i:'z)
Fo(@) [Tz Xooex Avei (2, 2) - 2(2 ,)

Z_Qli) v (Xvi =z)

2 yex Foly) H?:1 >ex Avi (Y, 2) - A
 R@IIL Yeex Av(@,2) - Py (X, = 2)
e o) T Tcr v (4,2) - Poy (X, = 2)
Fo@) T (A 00) = T (A (0:0)= A, (0P (X,=2))

e o T (Ao, 00) =Ty (A 0= Aun (022) Py | (=) )

@ =

where the last equation uses the fact that >, Po: y(XUi =z)=1.

3.1 Algorithms Based on the Computation Tree Recursion

Given an MRF instance 2 = (G, X, A, F') on underlying graph G = (V, E), a
vertex v € V with d neighbors vy, v9,...,v4 in G and a spin state € X, we
define the following function:

o FP@ Il (Av (0,0) =, 40 (Ao, (2,2) = Ave, (2,2) )i 2, = ) (6)
Zye){ F’U (y) H;i:1 (Av'ui (yvy)_zz¢y(A711)i (yvy)_A'uvi (yvz))pi,y‘z)

fQ,v,z(p)

over the domain of vectors p = (p; .., 1 <i < d;y,z € X;y # 2) € [0, 1]4a(a—D)
satisfying that Zzyéy Diy,> < 1 for every 1 <i < d and y € X. Due to Proposi-
tion [[l we have Po(X, = x) = f0,0,(p) where p; , . = ]P’ij,y (X,, = z) for each
1 <i<dandy,z € X that y # z. This already gives us a procedure, called
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the computation tree recursion, for computing the exact value of a marginal
probability P (X, = x). Note that it terminates since each partial pinning Qf)y
deletes a vertex v from the current underlying graph.

It is easy to verify the following closure property of the computation tree
recursion: If each p; , . is replaced by an estimation ]P’Q“ (X, = z) of marginal

~

Pgi  (Xu, = 2) such that @Qf),y(Xvi =z)€[0,1]and ), Po: (Xo, =2) <1
then the outcome of the recursion @Q(XU =) = fn.(p) as an estimation of
Po(X, = ) still satisfies that Po(X, = ) € [0,1] and Y owex Po(X, =) =1.
The size of the computation tree can be easily of exponential in the size of
the underlying graph. We can run the computation tree recursion up to ¢ levels
and use a naive estimation of marginals for the base cases. Formally, for ¢ > 0,
the quantity @g) (X, = x) is recursively defined as follows:
—Ift=0,let PO (X, =) = Zyi(ﬁ(y).
— Ift >0, let I@g) (Xy =12) = fo,0,.(P) where p;  » = I?ngl)(Xvi = z) for each
1<i<dandy,z € X that y # z. o

The value of the base case @(((;) (X, = ) is not important due to a correlation
decay property we prove later. As shown in [I0], on graphs of constant maximum
degrees, the quantity @g) (X, = z) can be efficiently computed by dynamic
programming when ¢t = O(logn).

The partition function can be approximated from estimations of marginals by
the following standard procedure. Enumerate the vertices in V' as v1,vs, ..., vy.

1. Let 21 = 2. For k = 1,2,...,n, assuming that the {2 is well-defined, use

the computation tree recursion to compute I@gz (Xy, = ) for all z € X,

choose x to be the x which maximizes the @(IZ (Xy, = ) and construct

2441 = PNy, 5, (£2) as a pinning of (2.
2. Compute that 2(()) = Hemuven Ai(ft?’m”) Moev Po(@e) 04 return 2(9)
[Tiz1 Py (X =20y,)

This algorithm is the same as the one proposed in [I0], except for using a sim-
plified computation tree recursion, thus by the same analysis as in [I0], we have
the following proposition.

Proposition 2. Let 2 = (G, X, A, F) be an MRF instance such that G has

maximum degree A and q = |X|. The value of 2((}) can be computed in time
poly(|$2]) - (q4)°®.

3.2 Correlation Decay on the Computation Tree
The above algorithm approximates the marginal probabilities by simulating a

tree-structured dynamical system for a limited number of iterations. The accu-
racy of this approximation relies on the following property of correlation decay.
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Definition 2 (Correlation Decay). Let M be a family of MRFs. We say that
the computation tree recursion exhibits exponential correlation decay over M if
there exists a constant C' > 0 such that given any MRF instance 2 € M, for all
t > 1, it holds that

max Po(X, =) - PY(X, = z)| < poly(|92]) - exp(~C - ).

reX
A sufficient condition for the exponential correlation decay is that the error of
estimation decays by a constant factor in every iteration. However, in general,
the systems exhibiting correlation decay may not necessarily decay in every step.
This issue has been addressed by a potential-based analysis in [19,[20]22] 23]
for self-avoiding walk trees for 2-spin systems, which is now formalized as the
following condition for computation trees for multi-spin systems.

Definition 3 (The Amortized Decay Condition). Let M be a family of q-
state MRFs. We say that M satisfies the Amortized Decay Condition if there
exists a strictly increasing differentiable function ¢ : [0,1] — R satisfying the
following conditions:

1. Let ®(z) = dggf) denote the derivative of function ¢. We call &(-) the
potential function. The values of @(-) and QB%_) are bounded by poly(q) over
domain [0, 1].

2. Given an MRF instance 2 € M, a vertex v € Vg with d = deg(v) and a spin
state x € X, let f = fo.p,5 be the computation tree recursion defined by (@),
and define the amortized decay rate as

of(p)
api,y,z

o(f(p))

H(p) B Z gp(pi,y,z).

1<i<d
y#z

(7)

There ezists a constant 0 < k < 1, such that for every MRF instance {2 €
M, vertex v € Vg and spin state x € X, it holds that k(p) < k for all
P = (Piy:1l <t <dAyze XNy #2z) €l0, 1]94(a=1) satisfying that
>ty Piy,z <1 foralli and y.

We may replace the first condition by a more sophisticated bound on the values
of [&(-)| and | Q%')‘ , which will give us more freedom to choose potential functions,
although the current simple bound is sufficient for our analysis.

We say a family M of MRF instances is closed under partial pinning if for
every 2 = (G, X, A, F) € M, every vertex v € Vi with d = deg(v), spin state
z € X and 1 <4 < d, it holds for the partial pinning Qf}w of 2 that Qf}w € M.

Lemma 1. Let M be a family of MRFs which is closed under partial pinning.
If M satisfies the amortized decay condition then the computation tree recursion
exhibits exponential correlation decay over M.

Proof. Pick an MRF instance 2 € M, a vertex v € V with d neighbors
v1,V2,...,04 and a spin state z € X. Let ¢ : [0,1] — R be the monotone
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differentiable function and &(-) be its derivative, as required by the amortized
decay condition. Consider the corresponding recursion f = fo,u...

We define the following notations: Let p = Po(X, = z), p = ]IA”((?(XU = ),
and for every 1 <i<dand y,z € X that y # z, let p; , , = P_Qi,y (X,, = z) and

Diy,z = @g:l)(Xvi = z). Obviously, we have p = f(p) and p = f(p). We also

denote that € = @(p), & = @(P), &y = P(Piy.z) and iz = (Piy.e), respec-
tively. Let e = [p — p| = [f(p) — f(D)|, 0 = |o(p) — v (D) = [p(f(P)) — ¢(f(D))I,
€iy,z = |Diy,> — Piy.z|, and 0iy > = |@(Pi,y,=) — ©(Pi,y,-)| be the respective errors.
We have

6= [¢— €| = lelF ) — (@) = o (£ (¢7" (@) — 0 ( (+7 @))] -

Due to the Mean Value Theorem, there exist ézyz € [0,1] and accordingly
Dige=¢ &iy2), 1 <i<d, y,z€X,y+# z such that

~ & ~
5= af(p) (-f(p)) . 5i,y,Z S K:(i)) - max 5i,y,za
2 |05i,.-| 063,50 e

y#£z

where k(p) is defined by (). Since M satisfies the amortized decay condition,
there exists a universal constant x < 1 such that x(p) < k. And since M is closed
under partial pinning, every Q;y still belongs to M. Therefore, by induction we
have that § < k'dg, where 8o = | (po) — p(Po)| such that py = P/ (X, = w) and
Po = @g,) (X, = w) for some ' € M, u € Vpr and = € X, where {2 is an MRF
instance resulting from applying ¢ partial pinnings on the original (2.

By the Mean Value Theorem, there exists a po € [0, 1] such that dg = |p(po) —
©(Po)| < |P(po)|, which is upper bounded by ¢° for some constant ¢ due to the
requirement of amortized decay condition, thus § < k!dy < ¢°k’. Recall that
0 = lp(p) — @(p)|. Also by the Mean Value Theorem there exists p € [0, 1] such
that 6 = [(p) — ¢(5)| = [9(5)][p— 5| = [@(5)le, thus € = 4,8 < ¢°0. Alogether
we have that

Po(X, = 2) — P (X, = 2)| = € < ¢°6 < ¢°k'60 < *°K".

And this holds for every 2 € Mjv € Vp,z € X and t > 1, with the univer-
sal constants ¢ and kK < 1, which implies the exponential correlation decay of
computation tree recursion over M.

The following lemma is proved by verifying the amortized decay condition.

Lemma 2. Let M be a family of MRF's satisfying ([{l). The computation tree
recursion exhibits exponential correlation decay over M.

Proof. Let M* be the closure of M under partial pinning, thus every instance
from M* is either an instance {2 € M or an outcome of successive partial pinnings
of it, and the family M* is closed under partial pinning. We show that M* satisfies
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the amortized decay condition. We choose a monotone function ¢ : [0,1] — R
~1
so that its derivative @ satisfies that @(p) = (p + 1010q) . Thus both &(-) and

QB%_) are bounded by polynomial of ¢ over [0, 1].

Let 2 = (G, X, A, F) € M* be an MRF instance on an underlying graph G
with maximum degree A, v € Vi a vertex with d = deg(v), and x € X a spin
state. Let f = f.,,» be the recursion defined by (@l).

We define some shorthand notations. For each 1 < ¢ < d and y,2z € X that

y#z leta;,,=1- Aot (z Z) and b, = F,(y )H?Zl A, (y,y), and denote that

Siy=1— Zz¢y @i,z Piy,zr Sy = by Hi:l Siy,and s = Zy€X sy. Then we have

d
be [Tis (1 - Z#m Aiz,z 'pi,ac,z) s
4 =",
> oyex by Ilica (1 =2 oy Gy 'pi,y,z) 5

For p= (piy.., 1 <i<d;jy,z € X;y # z) € [0,1]%@~1) guch that >ty Piy,z <
1 for all ¢ and y, it holds that s, , > 0 for any ¢ and y, and f(p) € [0,1]. The
partial derivatives satisfy:

8f(p) Qi x2Sz (3 - 3:1:) o . i, T,

)| e g - ),

8f(p) o Ay, 2SxSy Sy ‘azyz‘
5[ 20| - 5[t |y 3 3l

y£w y£w yrw O =1 by

The amortized decay rate defined by () is then bounded as

_ of(p) | (f(p))
H(p) - Z 8 . dj( i )
1<i<d Piy,z Diy,z
YF#z
d
= f(p)(1 = f( ppy Loy Jaied
i=1 Si,w AT @(pi,z,z)
+ f(p)(f sdlz\ai,
p
yre O =1 S0 yds(pi,y,Z)
|aiyz| ( 1
< ( iz T + max YA Diye +
1<7<d 100q yFw ;d Siy 100q
Z#w sis
101 .
< 0 A - max @iy,
50 1<i<d g,
zFY ’

For every 1 < ¢ < d and y,z € X that y # z, it can be verified that s;, =

1)711(y Z) 1
phyy + Zz;éy A’uv (y y) pzyz Z ca’ and
Ay, -1
@iy, ’1 i (0:2) SmaX{CA ,CAl}ScAl.

Ay, (y,v) CA
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Note that the partial pinning does not affect the edge activity A, thus for M
satisfying (), for every 2 € M* the ca still satisfies that 3A(ca — 1) < 1.
Therefore,

101 101 1 404
< A —-1)< 1 <
fP) S gy Aealea =D < 5, (1F 5 1)< 45
Therefore, the MRF family M* satisfies the amortized decay condition. By

Lemma [l the computation tree recursion exhibits exponential correlation decay
over M* thus also over its subfamily M.

<1.

Proof of Theorem Bt Let 2 = (G,X,A,F) € M be an MRF instance
and G = (V, E). Enumerate the vertices in V' as v1,vs,...,v,. For each 1 <
kE <mn,let IP’((Z (Xy, = xzx) be computed by the algorithm in Section Bl where
1 = 2 and 2541 = PINy, 4, (2). It is easy to verify that (2 still satisfies
the condition (l) for every k since pinning increases neither A nor ca. Let

Z0) = . % where w(@) = [T ypep Ae(@ur 20) [Tyey Fola). Tt
k=1 Py (Xu,=2u;)

2y
holds that

n
Po(X =) = [[ Po(Xy, =2 | V1 <i <k, Xy, = a5).
k=1

As observed in [I0], the marginal probability Po(X,, = = | V1 <i < k, X,, =
xl) = ]P)Qk (X'Uk = wk)

Since (2}, satisfies the condition (), by Lemmal[2 there exists constant C' > 0
such that

‘Pnk (X”k = ka) - I/P\)Eél (X'Uk = ka)

< poly([£2]) - exp(=C - 1).

Thus by choosing appropriate ¢t = O (log i + log g + log n), it holds for every k

that
€

(¢
’]P)Qk (‘Xv;C = ka) - Pfoi (Xvk = ka) < 4qn,

and since in the algorithm we always choose the z,, maximizing the value of
Py (X, = a0,), wehave P (X,, = 2,,) > L thus Py, (X, =2,,) > 1 -, >
1

q 4gn —
2q°
By definition we have Pp(X = x) = Z((?z))’ thus Z(2) = e 1]}”!;:((?()%—%%)

Therefore, we have

n t
P( ) Xy :ka)

€N\ €\
1763(1— ) < §(1+ ) <1+e
2n Q H P_Qk v = Zay,) 2n
C 2(0)
which is simplified as that 1 — e < 7(0) <l+e
By Proposition B the total running time is bounded by poly(|£2])(¢A)°®
Since t = O (logi +log q + log n), the algorithm is an FPTAS if ¢ and A are
constants, and in general the running time is bounded by [£2|90°8 12D for any
fixed 0 < e < 1. O
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4 List-coloring

We consider list-coloring instances 2 = (G, X, L) satisfying the condition (3]).
Let A = Ag be the maximum degree of G and define that x(A) = (o —1)A+1.
The condition (@) implies the following weaker condition:

Vo eV, |Ly| —deg(v) = x(4). (8)

A merit of considering this weaker condition is that it is closed under partial
pinning and pinning. The pinning and partial pinning can be defined on list-
coloring instances as they are special cases of MRFs. Given a list-coloring in-
stance {2 = (G, X, L) with underlying graph G = (V, E) and a vertex v € V
with d neighbors v1,vs, ..., va, for each color € L,, the pinning of {2 is a new
list-coloring instance (2, , = PIN, ,(£2) = (G, X, L), where G, is the subgraph
of G induced by V \ {v} and L = (Eu,u € V\ {v}) such that L, = L, \ {z}
if u is adjacent to v and Eu = L, if otherwise; and for each 1 < i < d + 1,
the partial pinning of (2 is a new list-coloring instance Qfm = (Gy, X, L), where
L = (Ly,u € V\ {v}) such that L, = L, \ {z} for u = v; with j < i and
L, = L, for all other u in V \ {v}. The pinning and the partial pinning does
not violate the condition () since it never increases the maximum degree, and
if |L,| decreases by 1 then also deg(v) decreases by 1.
The following identity for marginals of list-coloring is proved in [I0].

Proposition 3. Let 2 = (G,X,L) be a list-coloring instance on graph G =
(V,E), v € V a vertex with d neighbors vi,va,...,vq where d = deg(v), and
x € L, a color. It holds that

H?=1 (1 - Pﬂi,w(Xw = f))
e, [T (1= Poy (Xu =)

Some simple lower and upper bounds hold for the marginals, similar to the ones
proved in [10].

IP_Q(XU = $) =

Lemma 3. Let 2 = (G, X, L) be a list-coloring instance with the mazimum
degree A of G, satisfying the condition ). For any vertex v € Vi and any color
x € Ly, it holds for the marginal probability that 1, ) <Pop(X,=2) < X(lA).

e
Proof. The upper bound is easy: conditioning on any coloring of the neighbos
of v, the number of remaining colors for v is at least |L,| — deg(v) > x(A4),
thus marginal probability is at most X(lA). Applying the upper bound X(IA) to
the marginals in the numerator of the recursion in Proposition B and the trivial

upper bound ¢ to the denominator, we have the lower bound 1!,
gea—1

4.1 The Computation Tree Recursion with Adjustment

Given a list-coloring instance 2 = (G, X, L) on graph G = (V, E), a vertex
v € V with d neighbors vy, vs,...,v4 and a color x € L,, the computation tree
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recursion fp ., . can be defined on the domain of all p = (p; ,,1 < i < dAy €
Ly) € [0, 1]4ILe1;

IIZ:1(1 _'pax)

fawa(p) £ :
folP ZyeLU H?:1(1 — Diy)

9)

For t > 0, the quantity I/P\’%) (X, = z) is recursively defined as follows:

—Ift=0,let I@g)(XU =zx)= Ile\'
—Ift>0,let @g)(XU = ) = min { \Ll,l\—d’fﬂ,v’w(ﬁ)}’ where the p is taken as
that p; 4 = I?ngl)(Xvi =y) foreach 1 <i<dandy € L,.

Note that the only difference from the MRF case is the truncation of the value of
f(p) so that P (X, = x) never goes beyond the naive upper bound ‘Lvl‘_d. We
call this procedure the computation tree recursion with adjustment. It is the same
as the procedure proposed in [10] except with a more simplified value truncation.

The estimation Z (£2) of the partition function is computed from these es-
timations @g) (X, = z) of marginal probabilities by the same algorithm as in
Section [3.Il The same complexity bound as in Proposition 2 still holds.

4.2 Correlation Decay

The correlation decay of the computation tree recursion with adjustment can be
defined in the same way as in Definition 2

Lemma 4. The computation tree recursion with adjustment exhibits exponential
correlation decay on list-coloring instances satisfying the condition [8) with o >
o where o & 2.58071 is defined by (@) in Section[2

Proof. Let 2 = (G, X, L) be a list-coloring instance on the underlying graph
G = (V, E) with the maximum degree A = A(G) satisfying the condition (g).
It can be verified that all the list-coloring instances generated by recursively
applying partial pinnings on (2 still satisfy the condition (&]).

Let v € V be a vertex with d neighbors vy, vs,...,v4, * € L, a color, and
f = fo,ua the recursion defined by (@). It holds that Po(X, = z) = f(p)
where p = (p;y,1 <i < dAy € L,) and each p; , = Poi  (x,, =y)- We choose
the monotone differentiable function ¢ : [0,1] — R so that its derivative is

_ de(p) _ 1
() = "8, = (1w

as (@) by:

. We define the amortized decay rate in the same way

of(p)
apLy

®(f(p))

K(p) 2 Z B(piy) :

1<i<d
yely
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By the same analysis as in Lemma [Il due to the mean value theorem, we have

o (Pa(X, = 2) — o (B (X, =)

<A(p) - max |¢ (IP’n,g,l,(Xw = y)) —p (@Eﬁgi)(&i = y)) ,
yELy

for some p = (p;y,1 <i < dAy € L,) such that the value of each p; , is between

Pg: (X, =y)and @g_l)(Xv = y). By Lemma[3 we have P (X,, =y) < (14)
and due to the definition of the algorithm, IP’?Q) (X, =y) < ILu\ 4 < (A), thus
Diy < X(IA) forany 1 <i<dandye€ L,.
By our choice of &(-), it can be verified that
d
of(p)| @ ’ @(f(p))
k(p) = —I—
( )= ZZ; Opi (pz z 1;(1 apz Yy (pi,y)

yELy\{=}

IN

\/ f(p) (Z\/pzz+zmax\/pzy>

i=1

d —
< Hi:l(l Dix) ) (Z\/pzm \/ (A))’ (10)

(@+x(2) (1=

where the last inequality is due to that p;, < X(IA) and |L,| < d+ x(4).

1
Let p = 1 — (Hle(l —pi’m)> * Then p < X(lA) since all p; , satisfy so, and

T, (1 —pia) = (1 — )% Let 4, = In(1 — p; ), thus 3%, ¢; = dIn(1 — p). The
function g(x) = /1 — e is concave over z < 0, thus by Jensen’s inequality,

prm—zg <d-g (;Z?) = dy/p.

Therefore, (I0) can be bounded by its symmetrized form as follows:

N d 1—p e 1
PP Jas (1 - X@) (“’+ ¢><<A>>

A s\ 1
= JA+x(4) (1 - X@) (““ ¢x<A>>'

where the last inequality is due to that p < X(lA) and d < A.

Let p = X(pA) for p € [0,1]. It holds that x(p) < \25?:—1)1) exp (72(’;__11)),

whose maximum is achieved when p = ;(204 —1—+/4a — 3), such that

N \/2+\/2a—1—\/4a—3ex (3—204—1—\/4@—3)
a V2a(a —1) 4(a—1) '

K(ﬁ) < Ka
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It can be verified that x, is is monotonously decreasing from 4o0 to 0 for o > 1,
80 Ko < 1if a > o* where o* is the unique solution to k., = 1, as defined by ().
Since the condition (§]) is closed under partial pinning, by induction we have

o Ba(xX, =) ¢ (B (X, = )|

<x' ‘@ (P (Xy=2) = (I@(f;) (X = Z))

)

where 2 = (G', X, L’) is a list-coloring instance resulting from recursively ap-
plying t partial pinnings on the original (2. By the same mean value theorem

argument as in Lemma [l we have |Po(X, =) — @g) (Xy = x)‘ < ifg%) k!, for

some p € [0,1] and some py between P/ (X, = w) and @((?,)(Xu =w) = |L1, |

Recall that the condition () is closed under partial pinning. It holds that

; < |L1;| < x(A%G’))’ and by Lemma [B] it also holds that q-el/:}a—l) <P (X, =

w) < X(A%G,)). Therefore, pg € [q_el/%a,l) , X(A%G,))}. By our choice of ®(p), we
P(po) o vae e _

have ¢(p) = 1= atany _O(\/Q).

In conclusion, if the condition (§)) is satisfied with o > o* ~ 2.58071, there
exists a constant x < 1 such that ‘]P)Q(Xv =uzx)— @g) (X, = x)’ < O(y/q)k".

Proof of Theorem [  We first prove the theorem under the weaker con-
dition (), which is closed under pinning and partial pinning. The proof is the
same as the proof of Theorem Bl The theorem with the stronger condition (&)
follows as a consequence. a
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